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Abstract. We give a survey of recent applications of group rings to combinatorics and to cryptography, including their use in the differential cryptanalysis of block ciphers.

1. Introduction

Let $R$ be an arbitrary ring and $G$ be an arbitrary (multiplicative) group, the group ring $R[G]$ is defined as the set

$$R[G] = \left\{ \sum_{g \in G} a_g g, \quad a_g \in R, \quad g \in G \right\},$$

defined with the addition $+$ and the multiplication $\cdot$, defined as follows:

$$\sum_{g \in G} a_g g + \sum_{g \in G} b_g g = \sum_{g \in G} (a_g + b_g) g,$$

and

$$\left( \sum_{g \in G} a_g g \right) \cdot \left( \sum_{g \in G} b_g g \right) = \sum_{g \in G} \left( \sum_{h \in G} a_h b_{h^{-1} g} \right) g.$$

$R[G]$ is a free module with ring of scalars $R$ and with basis $G$. Group rings allow generalizing both rings and groups since $R[G]$ contains a subring isomorphic to $R$, and the group of units in $R[G]$ contains a subgroup isomorphic to $G$. Furthermore, if $R$ is commutative and has an identity, the group ring $R[G]$ is actually an algebra over $R$ and we usually call it a group algebra. In this paper, we
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only consider the case that \( R \) is a finite commutative ring with identity and \( G \) a finite Abelian group, since in many applications of group rings to combinatorics and cryptography, \( R \) is a subring of the complex field and \( G \) is the direct product of elementary Abelian groups. For more definitions and results on group rings, one may refer, for example, to the textbooks \[1, 31\].

Group rings have been studied extensively for their close relationship with algebra, number theory and representation theory but also for their applications to other areas. For example, in \[1, 29\], they are applied to topics in combinatorics, as for examples in difference sets. Combining group rings with representation theory and number theory allowed proving existence and nonexistence results.

In addition to the extensive theoretical research, group rings also receive attention for their applications to cryptography. For instance, group rings are directly used to construct key exchange protocols similar to the Diffe-Hellman protocol in \[18\]. We should mention that it is not our purpose to cover all applications of group rings to combinatorics and cryptography in this paper, but to give a survey of some recent progress which may be less known. Some new results are also presented.

The rest of the paper is organized as follows. In Section 2, we give some preliminary results related to group rings. The relationship between group rings, highly nonlinear functions and difference sets are discussed in Section 3. We give a unifying treatment of various differential cryptanalyses on block ciphers by group rings in Section 4. Finally, we give some concluding remarks.

2. Group rings and character theory

Character theory is one of the most important tools for applying group rings to combinatorial objects and cryptography. In this section we only review the characters of the group ring \([G]\), where \( G \) is an Abelian group. For the theory of the representation of a general group ring, please refer to \[20\].

In the language of group rings, we identify a subset \( S \) of \( G \) with the group ring element \( \sum_{s \in S} s \) in \([G]\), which will also be denoted by \( S \) (by abuse of notation). For \( A = \sum_{g \in G} a_g g \) in \([G]\) and for an integer \( t \), we define \( A^{(t)} = \sum_{g \in G} a_g g^t \). A character \( \chi \) of a finite Abelian group \( G \) is a homomorphism from \( G \) to \( \mathbb{C}^* \) \((\triangleq \mathbb{C} \setminus \{0\}) \). A character \( \chi \) is called principal if \( \chi(c) = 1 \) for all \( c \in G \), otherwise it is called non-principal. A principal character is usually denoted by \( \chi_0 \). All characters form a group denoted by \( \hat{G} \), and the character group is isomorphic to \( G \). The following result states the well-known orthogonal relations of characters.

**Result 1** (Orthogonal relations of characters). Let \( G \) be an Abelian group, then the following equations hold:

\[
\sum_{g \in G} \chi(g) = \begin{cases} 
0 & \text{if } \chi \neq \chi_0; \\
|G| & \text{if } \chi = \chi_0;
\end{cases}
\]

and

\[
\sum_{\chi \in \hat{G}} \chi(g) = \begin{cases} 
0 & \text{if } g \neq 1_G; \\
|G| & \text{if } g = 1_G.
\end{cases}
\]
By linearity, we may extend each character \( \chi \in \hat{G} \) to a ring homomorphism from \( \mathbb{C}[G] \) to \( \mathbb{C} \), and we denote this homomorphism by \( \chi \), again. In particular, if \( G \) is the additive group of the finite field \( \mathbb{F}_{p^n} \), all characters of \( G \) can be represented as follows. Define \( \chi_1 : \mathbb{F}_{p^n} \to \mathbb{C} \) as \( \chi_1(x) := \zeta_p^\text{Tr}(x) \) for all \( x \in \mathbb{F}_{p^n} \), where \( \zeta_p \) is a primitive \( p \)-th root of unity and \( \text{Tr}(x) \) is the absolute trace function defined as \( \text{Tr}(x) = \sum_{i=0}^{n-1} x^{p^i} \). Then \( \chi_1 \) is an additive character of \( \mathbb{F}_{p^n} \) (i.e. \( \chi_1 \) is a character of the additive group of \( \mathbb{F}_{p^n} \)). Moreover, every additive character \( \chi \) is of the form \( \chi_b \) for all \( x \in \mathbb{F}_{p^n} \). Furthermore, if \( G = \mathbb{F}_{p^n} + \mathbb{F}_{p^n} \), all characters of \( G \) can be represented by \( \chi_{u,v} \), where \( \chi_{u,v}(a,b) = \zeta_p^{\text{Tr}(au + bv)} \) for any \((a, b) \in G \).

For a group ring element \( M \in \mathbb{C}[G] \), the Fourier transform of \( M \) is defined as the element \( \hat{M} = \sum_{g \in G} \chi(M) \chi^{-1} \) in \( \mathbb{C} \[ \hat{G} \]. It is easy to verify that \( \hat{ \hat{M} } = |G|M^{-1} \) by noting that \( \hat{G} \cong G \) (since \( g(\chi) := \chi(g) \) for any \( g \in G \) defines a character of \( \hat{G} \)). The following results are important properties of group rings:

**Result 2.** Let \( D = \sum_{g \in G} a_g g \in [G] \). Then the following hold:

\[
\begin{align*}
(2.1) \quad a_g &= \frac{1}{|G|} \sum_{\chi \in \hat{G}} \chi(D) \chi(g^{-1}), \\
(2.2) \quad \sum_{g \in G} |a_g|^2 &= \frac{1}{|G|} \sum_{\chi \in \hat{G}} |\chi(D)|^2.
\end{align*}
\]

Equation (2.1) is the so-called Inversion Formula, and Equation (2.2) is called Parseval’s relation. It is worth mentioning that Inversion Formula provides a useful method for showing when two group ring elements are equal.

**Corollary 1.** Let \( A = \sum_{g \in G} a_g g \) and \( B = \sum_{g \in G} b_g g \) be two group ring elements of \([G]\). Then \( A = B \) if and only if \( \chi(A) = \chi(B) \) for all \( \chi \in \hat{G} \).

The above corollary will be particularly useful in the next section.

### 3. Group rings, highly nonlinear functions and related combinatorial objects

Let \( F \) be a function from \( \mathbb{F}_{p^n} \) to \( \mathbb{F}_{p^n} \). The study of highly nonlinear functions is important for symmetric cryptography. In the design of block ciphers and stream ciphers, to avoid various attacks \[3, 13, 24, 25\], highly nonlinear functions are employed as Substitution boxes (in block ciphers) or filter functions (in stream ciphers). Moreover, highly nonlinear functions are demonstrated to be related to topics in other areas, for instance combinatorics and coding theory. Group rings serve as an important bridge between these two areas. In the following, we first introduce two commonly used parameters evaluating the level of nonlinearity of a function \( F \), together with a brief review of the study of highly nonlinear functions. Finally, we give the recent constructions of various difference sets by highly nonlinear functions. For a more general introduction to highly nonlinear functions, one may refer to \[3, 7, 1\].
3.1. Differential and Walsh spectrum. Let $F$ be a function from $\mathbb{F}_{p^n}$ to $\mathbb{F}_{p^n}$ and $G = \mathbb{F}_{p^n} \times \mathbb{F}_{p^n}$ be the direct product of the additive group of $\mathbb{F}_{p^n}$ with itself. The Walsh transform $\mathcal{W}_F : G \rightarrow \mathbb{F}_2$ is defined as follows:

$$\mathcal{W}_F(a, b) := \sum_{x \in \mathbb{F}_{p^n}} \zeta_p^{\text{Tr}(bf(x) - ax)}, \quad a, b \in \mathbb{F}_{p^n},$$

where $\zeta_p$ is a primitive $p$-th root of unity, and $\text{Tr}(x)$ denotes the absolute trace function. The multiset $\Lambda_F := \{ \mathcal{W}_F(a, b) : a, b \in \mathbb{F}_{p^n}, b \neq 0 \}$ is called the Walsh spectrum of $F$, and each value $\mathcal{W}_F(a, b)$ is called a Walsh coefficient. In the case of a “single-output” function $F : \mathbb{F}_{p^n} \rightarrow \mathbb{F}_p$, the Walsh transformation of $F$ is more simply defined as $\mathcal{W}_F : \mathbb{F}_{p^n} \rightarrow \mathbb{F}_p$, where $\mathcal{W}_F(a) = \sum_{x \in \mathbb{F}_{p^n}} \zeta_p^{F(x) - \text{Tr}(ax)}$. Particularly, when the modulus of each $\mathcal{W}_F(a) = \frac{p^{n/2}}{2}$, the function $F : \mathbb{F}_{p^n} \rightarrow \mathbb{F}_p$ is called bent (it is called weakly regular bent if there exists $u \in \mathbb{C}$ of modulus 1 such that, for every $a \in \mathbb{F}_{p^n}$, we have $\mathcal{W}_F(a) = up^{n/2} \zeta_p^c$ for some $c \in \mathbb{F}_p$); while when $|\mathcal{W}_F(a)| \in \{0, p^{(n+1)/2}\}$ for every $a$, the function $F : \mathbb{F}_{p^n} \rightarrow \mathbb{F}_{p^n}$ is called almost bent (AB). The multiset $\{ |x| : x \in \Lambda_F \}$, where $|x|$ denotes the modulus of $x$, is called the extended Walsh spectrum of $F$.

If $p = 2$, the nonlinearity $\text{NL}(F)$ of $F : \mathbb{F}_{p^n} \rightarrow \mathbb{F}_{p^n}$ is defined as

$$\text{NL}(F) \triangleq 2^{n-1} - \frac{1}{2} \max_{x \in \Lambda_F} |x|.$$ 

It equals the minimum Hamming distance between the so-called component functions $\text{Tr}(bf(x))$, $b \in \mathbb{F}_{p^n}^*$, of $F$ and affine functions $\text{Tr}(ax)$, $a \in \mathbb{F}_{p^n}$. It is known that, if $n$ is odd, the nonlinearity $\text{NL}(F)$ is bounded by the tight upper bound $2^{n-1} - 2^{n-1}$; and if $n$ is even, it is conjectured that $\text{NL}(F)$ is bounded above by $2^{n-1} - 2^{\frac{n}{2}}$; see [2] for more details. Note that the Walsh coefficient $\mathcal{W}_F(a, b)$ is nothing but the character value of the group ring element corresponding to the graph of $F$. Precisely, defining the group ring element $D = \sum_{x \in \mathbb{F}_{p^n}} (x, F(x)) \in [\mathbb{F}_{p^n} \times \mathbb{F}_{p^n}]$, one may see without difficulty that $\mathcal{W}_F(a, b) = (\chi_{-a}, \chi_b)(D)$, where $\chi_{-a}, \chi_b$ are characters of $\mathbb{F}_{p^n}$ and $(\chi_{-a}, \chi_b)(x, y) = \chi_{-a}(x) \chi_b(y)$. It is bounded above by $2^{n-1} - 2^{\frac{n}{2} - 1}$. This bound is achieved with equality (by the binary bent functions) if and only if $n$ is even.

Another nonlinearity parameter of functions $F : \mathbb{F}_{p^n} \rightarrow \mathbb{F}_{p^n}$ is defined as follows. For any $a, b \in \mathbb{F}_{p^n}$, define the function

$$\delta_F(a, b) = |\{ x \in \mathbb{F}_{p^n} : F(x + a) - F(x) = b \}|.$$

The multiset $\Delta_F := \{ \delta_F(a, b) : a, b \in \mathbb{F}_{p^n}, a \neq 0 \}$ is called the differential spectrum of $F$. Let $\Delta = \max(\Delta_F)$, then $F$ is called a differentially $\Delta$-uniform function and the differential uniformity of $F$ equals $\Delta$. Differentially 2-uniform functions, which have optimal differential uniformity when $p = 2$ since $\Delta$ must then be even, are called almost perfect nonlinear (APN). They were first studied by Nyberg in [22] as they provide when $p = 2$ an optimal resistance to the differential cryptanalysis [3]. In contrast to the case $p = 2$, when $p$ is odd, the lowest possible differential uniformity is 1. Functions

---

1. The Walsh transform can also be defined for functions from $\mathbb{F}_{p^n}$ to any of its subfields, and more generally for functions from $\mathbb{F}_{p^n}$ to $\mathbb{F}_{p^m}$ for every $n, m$, but we shall not consider such functions in the present paper.

2. The term of nonlinearity being already taken as recalled above, another name is used for this parameter, but it also quantifies the level of nonlinearity of a function, from a different viewpoint, though.
achieving such differential uniformity are called perfect nonlinear (PN) or planar. More generally, in \cite{9,28}, the concept of perfect nonlinear function was extended to functions from an Abelian group \( A \) to an Abelian group \( B \). Such a function \( F \) is called perfect nonlinear if

\[
\# \{ g \in A | F(g + a) - F(g) = b \} = m/n, \forall a \in A \setminus \{0\}, b \in B,
\]

where \( \# A = m, \# B = n \).

Finally, we recall the equivalence relations between functions defined on \( \mathbb{F}_{p^n} \). Two functions \( F \) and \( G \) are called extended affine (EA) equivalent if there exist affine permutations \( L, L': \mathbb{F}_{p^n} \to \mathbb{F}_{p^n} \) and an affine function \( A \) such that \( G = L' \circ F \circ L + A \). Furthermore, they are called Carlet-Charpin-Zinoviev (CCZ) equivalent \cite{8} if their graphs \( \mathcal{G}_F = \{(x, F(x)) : x \in \mathbb{F}_{p^n}\} \) and \( \mathcal{G}_G = \{(x, G(x)) : x \in \mathbb{F}_{p^n}\} \) are affine equivalent, that is, if there exists an affine automorphism \( L \) of \( \mathbb{F}_{p^n} \times \mathbb{F}_{p^n} \) such that \( L(\mathcal{G}_F) = \mathcal{G}_G \).

It is well known that CCZ-equivalence can be interpreted in the language of coding theory. Regarding the finite field \( \mathbb{F}_{p^n} \) as a vector space of dimension \( n \) over \( \mathbb{F}_p \), and then fixing a basis of \( \mathbb{F}_{p^n} \), we may express each element \( x \in \mathbb{F}_{p^n} \) as a vector of length \( n \). Define a matrix \( C_F \in \mathbb{F}_{p}^{2n \times p^n} \) as follows:

\[
C_F = \begin{bmatrix}
\cdots & 1 & \cdots \\
\cdots & x & \cdots \\
\cdots & F(x) & \cdots 
\end{bmatrix},
\]

where “\( \cdots \) 1 \( \cdots \)” is a single row in the matrix and \( x \) (as well as \( F(x) \)) is written as a column vector (which represents then \( n \) rows in the matrix) and where some order in \( \mathbb{F}_{p^n} \) has been chosen for writing these columns of the matrix. Denoting by \( C_F \) the linear code generated by \( C_F \), two functions \( F \) and \( G \) are CCZ-equivalent if and only if their corresponding codes \( C_F \) and \( C_G \) are equivalent \cite{8,5}. It is well known that EA equivalence implies CCZ equivalence, but not vice versa. Moreover, both EA and CCZ equivalence preserve the differential spectrum and the extended Walsh spectrum, and EA equivalence also preserves the algebraic degree when the degree is greater than one.

3.2. Highly nonlinear functions and difference sets. The definitions of difference sets and their variants and the notation in this section follow Reference \cite{2}. Let \( G \) be a group of size \( v \). A subset \( D \) of \( G \) of size \( k \) is called a \((v,k,\lambda,\mu)\)-partial difference set (PDS) if each non-identity element in \( D \) can be represented as \( gh^{-1} \) (\( g, h \in D, g \neq h \)) in exactly \( \lambda \) ways, and if each non-identity element in \( G \setminus D \) can be represented as \( gh^{-1} \) (\( g, h \in D, g \neq h \)) in exactly \( \mu \) ways. We shall always assume that the identity element \( 1_G \) of \( G \) is not contained in \( D \). A \( k \)-subset \( D \) of \( G \) is called a \((v,k,\lambda)\)-difference set (DS) if it is a \((v,k,\lambda,\lambda)\) PDS, that is, if each non-identity element of \( G \) can be represented in the form \( d_1d_2^{-1} \) (\( d_1, d_2 \in D, d_1 \neq d_2 \)) in exactly \( \lambda \) ways.

Another type of difference sets interesting to us is that of relative difference sets. The set \( D \) is called a \((v/n,n,k,\lambda)\)-relative difference set (RDS) in \( G \) relative to a normal sub-group \( N \) of \( G \) of size \( n \) if the differences \( gh^{-1} \) (\( g, h \in D, g \neq h \)) cannot represent any nonidentity element in \( N \), and represent each element in \( G \setminus N \) in exactly \( \lambda \) times. Finally, if \( G \) is Abelian (resp. cyclic), then \( D \) is also called an Abelian (resp. cyclic) (partial, relative)-difference set.
Using the language of group rings, we characterize difference sets. The proof is directly from Corollary \(\bigcirc\) of Section 2.

**Proposition 1.** Let \(G\) be a group of size \(v\), \(D\) be a subset of \(G\) of size \(k\) and \(N\) be a normal subgroup of \(G\) of size \(n\). We denote the identity element of \(G\) by \(1_G\). Then:

(i) \(D\) is a \((v, k, \lambda)\)-difference set if and only if

\[ DD^{(-1)} = k + \lambda(G - 1_G). \]

(ii) \(D\) is a \((v/n, n, k, \lambda)\)-relative difference set in \(G\) relative to \(N\) if and only if

\[ DD^{(-1)} = k + \lambda(G - N). \]

(iii) \(D\) is a \((v, k, \mu)\)-partial difference set if and only if

\[ DD^{(-1)} = (k - \mu)1_G + (\lambda - \mu)D + \mu G. \]

In general, there are two methods to construct difference sets and their variants from highly non-linear functions. The first method was fruitfully applied in [28]. We first give the following simple but important result to link the differential property of a function \(F : A \rightarrow B\) and group rings. For the convenience of the reader, we include a short proof. In the rest of this section, we assume that the group \(G\) is Abelian, and for convenience, we write the operation of \(G\) additively.

**Proposition 2.** Let \(A\) and \(B\) be arbitrary finite Abelian groups and \(F\) a function from \(A\) to \(B\). We define the group ring element \(D_F = \sum_{x \in A} (x, F(x)) \in [A \times B]\). Then

\[ D_F D_F^{(-1)} = \sum_{(a, b) \in A \times B} \delta_F(a, b)(a, b), \]

where \(\delta_F(a, b) = \#\{x \in A|F(x + a) - F(x) = b\}\).

**Proof.** The result can be seen from the following computation:

\[
D_F D_F^{(-1)} = \left( \sum_{x \in A} (x, F(x)) \right) \left( \sum_{y \in A} (-y, -F(y)) \right) \\
= \sum_{x, y \in A} (x - y, F(x) - F(y)) \\
= \sum_{a, y \in A} (a, F(y + a) - F(y)) = \sum_{(a, b) \in A \times B} \delta_F(a, b)(a, b).
\]

□

Using Proposition \(\bigcirc\), one may easily obtain the following result.

**Proposition 3 ([28]).** Let \(A\) and \(B\) be arbitrary finite Abelian groups and \(F\) a function from \(A\) to \(B\). The set

\[ D_F = \sum_{x \in A} (x, F(x)) \in [A \times B] \]
is an \((|A|, |B|, |A|/|B|)\)-relative difference set in \(A \times B\) relative to \(\{0\} \times B\) if and only if \(F\) is perfect nonlinear.

Proof. Assume that \(F\) is perfect nonlinear, namely \(\delta_F(a, b) = |A|/|B|\) for all nonzero \(a \in A\) and for all \(b \in B\). By Proposition 2, we have

\[
D_F D_F^{(-1)} = \sum_{(a,b) \in A \times B} \delta_F(a, b)(a, b) = |A|(0, 0) + |A|/|B| \sum_{(a,b) \in (A \times B) \setminus \{0\} \times B} (a, b)
\]

\[
= |A|(0, 0) + |A|/|B| (A \times B - \{0\} \times B).
\]

Then \(D_F\) is clearly a \((|A|, |B|, |A|/|B|)\)-relative difference set in \(A \times B\) relative to \(\{0\} \times B\). The converse part follows directly from the RDS definition. \(\square\)

The second important method to construct difference sets and their variants from highly nonlinear functions is to study either the images or the preimages of them. We report some recent progress of such constructions in the rest of this section.

Let \(f\) be a ternary bent function from \(\mathbb{F}_{3^n}\) to \(\mathbb{F}_3\), where \(n\) is an even integer. It is shown in [12] that such bent functions may be used to construct PDS.

**Theorem 1.** [12] Let \(f\) be a weakly regular bent function from \(\mathbb{F}_{3^n}\) to \(\mathbb{F}_3\) satisfying \(f(-x) = f(x)\) and \(f(0) = 0\), where \(n = 2m\) is an even integer. Define \(D_i = \{x \in \mathbb{F}_{3^n} | f(x) = i\}\) for \(i = 0, 1, 2\). Then

(i) \(D_1\) and \(D_2\) are both \((3^{2m}, 3^{2m-1} + \epsilon 3^{m-1}, 3^{2m-2}, 3^{2m-2} + \epsilon 3^{m-1})\)-PDS;

(ii) The set \(D = D \setminus \{0\}\) is a \((3^{2m}, 3^{2m-1} - 1 - 2\epsilon 3^{m-1}, 3^{2m-2} - 2\epsilon 3^{m-1} - 2, 3^{2m-2} - \epsilon 3^{m-1})\)-PDS, where \(\epsilon = \pm 1\).

We should note that group rings are important in the proof of the above result. Indeed, the key to the proof of Theorem 1 is by regarding \(D_i\) as a group ring element in \([\mathbb{F}_p^n]\), and using that \(\mathbb{F}_{p^n} = D_0 + D_1 + D_2\). As mentioned above, the Walsh coefficient \(W_f(b)\) equals \(\chi_b(D_0) + \chi_b(D_1) + \chi_b(D_2)\). Combining this with Corollary 1 of Section 2, the proof may be reached via technical computations. Later on, this construction was generalized to any \(p\)-ary weakly regular bent function later on in [11].

First we define a property of \(p\)-ary functions \(f\) from \(\mathbb{F}_{p^n}\) to \(\mathbb{F}_p\) which, when satisfied, allows proving that certain preimage sets of \(f\) are actually PDS.

**Property A:** Let \(p\) be an odd prime and \(f : \mathbb{F}_{p^{2k}} \to \mathbb{F}_p\) be a weakly regular bent function such that \(f(0) = 0\) and \(f(-x) = f(x)\). We say that \(f\) satisfies Property A if there exists an integer \(\ell\) with \((\ell - 1, p - 1) = 1\) such that \(f(\alpha x) = \alpha^\ell f(x)\) for any \(\alpha \in \mathbb{F}_p\) and \(x \in \mathbb{F}_{p^{2k}}\). There exists then a \(p\)-ary function \(f^*\) such that, for each \(b \in \mathbb{F}_{p^{2k}}\), \(W_f(b) = \epsilon p^k \ell^{f^*(b)}\), where \(\epsilon = (-1)^{\frac{(p-1)k}{2}}\mu\) with \(\mu = \pm 1\).

**Theorem 2.** Let \(f\) be a function satisfying Property A. Let

\[
D := \{x : x \in \mathbb{F}_{p^{2k}} | f(x) = 0\}.
\]
Then $D$ is a $(v, d, \lambda_1, \lambda_2)$-PDS, where

$$
\begin{align*}
v & = p^{2k}, \\
d & = (p^k - \epsilon)(p^{k-1} + \epsilon), \\
\lambda_1 & = (p^{k-1} + \epsilon)^2 - 3\epsilon p^{k-1} + \epsilon p^k, \\
\lambda_2 & = (p^{k-1} + \epsilon)p^{k-1}, \\
\end{align*}
$$

(3.1)

where $\epsilon$ is defined in Property A.

**Theorem 3.** Let $f$ be a function satisfying Property A. Let

$$
D_S := \{ x : x \in \mathbb{F}_{p^{2k}}^* | f(x) \text{ are non-zero squares} \},
$$

then $D_S$ is a $(v, d, \lambda_1, \lambda_2)$-PDS, where

$$
\begin{align*}
v & = p^{2k}, \\
d & = \frac{1}{2}(p^k - p^{k-1})(p^k - \epsilon), \\
\lambda_1 & = \frac{1}{2}(p^k - p^{k-1})^2 - \frac{3}{2} \epsilon (p^k - p^{k-1}) + p^k \epsilon, \\
\lambda_2 & = \frac{1}{2}(p^k - p^{k-1})(\frac{1}{2}(p^k - p^{k-1}) - \epsilon), \\
\end{align*}
$$

(3.2)

where $\epsilon$ is defined in Property A.

**Theorem 4.** Let $f$ be a function satisfying Property A. Let

$$
D'_S := \{ x : x \in \mathbb{F}_{p^{2k}}^* | f(x) \text{ are squares} \},
$$

then $D'_S$ is a $(v, d, \lambda_1, \lambda_2)$-PDS, where

$$
\begin{align*}
v & = p^{2k}, \\
d & = \frac{1}{2}(p^k + p^{k-1} + 2\epsilon)(p^k - \epsilon), \\
\lambda_1 & = \frac{1}{4}(p^k + p^{k-1} + 2\epsilon)^2 - \frac{3}{2} \epsilon (p^k + p^{k-1} + 2\epsilon) + p^k \epsilon, \\
\lambda_2 & = \frac{1}{4}(p^k + p^{k-1})(p^k + p^{k-1} + 2\epsilon), \\
\end{align*}
$$

(3.3)

where $\epsilon$ is defined in Property A.

For more combinatorial objects associated with highly nonlinear functions defined on $\mathbb{F}_{2^n}$, one may refer to [12, 30]. In [10], PDSs are shown to be related to zero-difference balanced functions (notion introduced in [13]). We include their construction below. It should be mentioned that Theorem 3 (i) first appeared in [18]. We include a new but shorter proof of it below. The proof is another classical application of using group rings to obtain difference sets.

We first state some basic facts on the cyclotomic field $K = \mathbb{Q}(\zeta_p)$ which can be found in [17], or [10, Lemma 1].

**Lemma 1.** (1) The ring of integers in $K = \mathbb{Q}(\zeta_p)$ is $O_K = \mathbb{Z}[\zeta_p]$ and $\{ \zeta_p : 0 \leq i \leq p - 2 \}$ is an integral basis of $O_K$. The group of roots of unity in $O_K$ is $\mathbb{W}_K = \{ \pm \zeta_p^i : 0 \leq i \leq p - 1 \}$.

(2) The field $K$ has a unique quadratic subfield $L = \mathbb{Q}(\sqrt{p})$ where $p^* = (\frac{-1}{p})p = (-1)^{\frac{p-1}{2}}p$ and for $1 \leq a \leq p - 1$, $(\frac{a}{p})$ is the Legendre symbol. For each $\sigma_\gamma \in \text{Gal}(\mathbb{Q}(\zeta_p)/\mathbb{Q})$ with $0 \leq a \leq p - 1$ defined by $\sigma_\gamma(\zeta_p) = \zeta_p^a$, $\sigma_\gamma(\sqrt{p}) = (\frac{a}{p})\sqrt{p}$. Therefore, $\text{Gal}(L/\mathbb{Q}) = \{1, \sigma_\gamma\}$, where $\gamma$ is any quadratic non-residue in $\mathbb{F}_p$.
then:

Denoting $W_1$ cases.

(i) if $t = 0$ and $p$ is an odd prime, then $D$ is a

$$
\left( p^n, \frac{p^n-1}{2}, \frac{p^n-3}{4} \right) \text{ difference set, when } p^n \equiv 3 \mod 4,
$$

$$
\left( p^n, \frac{p^n+1}{2}, \frac{p^n-5}{4}, \frac{p^n+1}{4} \right) \text{ partial difference set, when } p^n \equiv 1 \mod 4.
$$

(ii) if $t > 0$ and $n$ is divisible by $2t$, then $D$ is a

$$
\left( \frac{p^n - p^n - 1}{p^t + 1}, \frac{p^n - 3p^t - 2 - \epsilon p^n/2 + 2 + (p^n/2 - 2 + \epsilon p^n/2 + 2t)}{(p^t + 1)^2}, \frac{p^n - \epsilon p^n/2 + 2 + \epsilon p^n/2 + 2t - p^t}{(p^t + 1)^2} \right)
$$

partial difference set, where $n = 2kt$ and $\epsilon = (-1)^k$.

**Proof.** Without loss of generality, we may assume that $d = p^t + 1$. Let us denote the additive group of $\mathbb{F}_{p^n}$ by $G$. By Corollary [4], to prove that $D$ is a (partial) difference set with the prescribed parameters, we need to determine the character values of $D$. Now, for each nontrivial character $\chi_a \in \hat{G}$, $a \in G^*$, we have $\chi_a(D) = \sum_{x \in C_d} \zeta_p^{\text{Tr}(aG(x))}$, where $\zeta_p$ is a primitive $p$-th root of unity. It is not difficult to see that

$$
\mathcal{W}_{\text{Tr}(aF)}(0) = \sum_{x \in \mathbb{F}_{p^n}} \zeta_p^{\text{Tr}(aF(x))} = 1 + d \sum_{x \in C_d} \zeta_p^{\text{Tr}(aG(x))} = 1 + d\chi_a(D),
$$

and hence

$$
\chi_a(D) = \frac{1}{d} (\mathcal{W}_{\text{Tr}(aF)}(0) - 1).
$$

Denoting $\mathcal{W}_{\text{Tr}(aF)}(0)$ by $X_a$, we have

$$
X_a X_a = \sum_{x,y \in \mathbb{F}_{p^n}} \zeta_p^{\text{Tr}(a(F(x)-F(y)))} = \sum_{t \in \mathbb{F}_{p^n}} \left( \sum_{y \in \mathbb{F}_{p^n}} \zeta_p^{\text{Tr}(a(F(y+t)-F(y)))} \right).
$$

(3.4) $\chi_a(D) = \frac{1}{d} (\mathcal{W}_{\text{Tr}(aF)}(0) - 1)$.

(i): For $t = 0$ we have $d = p^0 + 1 = 2$. By hypothesis, we assume that $F(x) = G(x^2)$ is a quadratic function and that $G|C_2$ is an injection. Then $F$ is a PN function (see [33]) and then $F(y + t) - F(y)$ is a PP over $\mathbb{F}_{p^n}$ for any nonzero $t$. Therefore, by (3.4) we have $X_a X_a = p^n$. By Lemma [4], we have $X_a = \zeta^{(\sqrt{p^n})^n}$, where $\zeta \in \{-1,1\}$ and $p^* = \left( \frac{-1}{p} \right) p$. In the following we divide the proof into two cases.

Case 1: $n$ is even. Note that in this case $p^n \equiv 1 \mod 4$, which implies that $X_a = \zeta^{(\sqrt{p^*})^n} = \zeta \left( \frac{-1}{p} \right)^{p^n/2} = \zeta \left( \frac{-1}{p} \right)^{p^n/2}$. Hence we have $\chi_a(D) = \frac{1}{2} (\zeta \left( \frac{-1}{p} \right)^{p^n/2} - 1)$. It can be verified that $\chi_a(DD(-1)) = \chi_a(D)\chi_a(D(-1)) = \chi_a(D)\chi_a(D) = \frac{1}{4} (p^n + 1 - 2\zeta \left( \frac{-1}{p} \right)^{p^n/2})$. On the other hand, it can be easily computed that $(k - \lambda) + (\mu - \lambda)\chi_a(D) = \frac{1}{2} (p^n + 1 - 2\zeta \left( \frac{-1}{p} \right)^{p^n/2})$. Then, by Corollary [4], we have that $D$ is a PDS with the prescribed parameter.

Case 2: $p \equiv 3 \mod 4$ and $n$ is odd. Assume that $n = 2m + 1$. In this case we have $X_a = \zeta^{(\sqrt{p^*})^{2m+1}} = \zeta \left( \frac{-1}{p} \right)^{p^m} = \zeta \left( \frac{-1}{p} \right)^{p^m} \sqrt{p^*}$, then $\chi_a(D) = \frac{1}{2} \left( \zeta \left( \frac{-1}{p} \right)^{p^m} \sqrt{p^*} - 1 \right)$. On the one
hand, note that the complex conjugate of $\sqrt{p}$ equals $-\sqrt{p}$ (since $\sqrt{p} \cdot (-\sqrt{p}) = -p^* = -\left(\frac{-1}{p}\right)p = p = |\sqrt{p}|^2$). Then $\chi(DD^{(-1)}) = \chi(D)\chi(D) = \frac{1}{4}(\zeta\left(\frac{-1}{p}\right)^m p^m \sqrt{p^r} - 1)(\zeta\left(\frac{-1}{p}\right)^m p^{m*} \sqrt{p^r} - 1) = \frac{1}{4}(\zeta\left(\frac{-1}{p}\right)^m p^m \sqrt{p^r} - 1)(-\zeta\left(\frac{-1}{p}\right)^m p^{m*} \sqrt{p^r} - 1) = -\frac{1}{4}(\left(\frac{-1}{p}\right)^m p^n - 1) = \frac{1}{4}(p^n + 1)$ (since $\left(\frac{-1}{p}\right) = -1$ as $p \equiv 3 \mod 4$). On the other hand, one may compute that $k - \lambda = \frac{1}{4}(p^n + 1)$. By Corollary 2, we prove that $D$ is the difference set with the prescribed parameters.

The proof of (ii) can be found in [11].

As a corollary, certain type of APN functions may be used to construct PDS.

**Corollary 2.** [11] Let $F$ be a quadratic APN function on $\mathbb{F}_{2^n}$ with the form $F(x) = G(x^2)$, where $g|C_3$ is an injection and $n = 2k$. Let

$$D = \{F(x) : x \in \mathbb{F}_{2^n}\} \setminus \{0\}.$$ 

Then $D$ is a partial difference set with parameters

$$\begin{align*}
(2^n, \frac{2^n-1}{3}, \frac{1}{9}(2^k + 4)(2^k - 2), \frac{1}{9}(2^k + 1)(2^k - 2)) & \quad \text{if } k \text{ is odd,} \\
(2^n, \frac{2^n-1}{3}, \frac{1}{9}(2^k - 4)(2^k + 2), \frac{1}{9}(2^k - 1)(2^k + 2)) & \quad \text{if } k \text{ is even.}
\end{align*}$$

4. Group rings and differential cryptanalysis

In this section, we discuss the relationship between group rings and the differential cryptanalysis of block ciphers. As we will show below, using group rings, we may give a unifying treatment of various differential cryptanalyses, namely, the classical differential cryptanalysis, impossible differential cryptanalysis, truncated differential cryptanalysis and related-key differential cryptanalysis. One may refer to [20] for the definition and basic results of these differential cryptanalyses.

A block cipher $B$ with block size $b$ and key length $n$ consists of three parts:

1. the set of encryption functions $\mathcal{E} = \{E : E$ is a permutation on $\mathbb{F}_{2^b}\}$,

2. the set of decryption functions $\mathcal{D} = \{D : D$ is a permutation on $\mathbb{F}_{2^b}\}$,

3. the set of keys $\mathcal{K} \subseteq \mathbb{F}_{2^n}$,

such that, for each key $k \in \mathcal{K}$, there exists a unique encryption function $E_k \in \mathcal{E}$, and a unique decryption function $D_k \in \mathcal{D}$ such that $E_k \circ D_k = D_k \circ E_k = id$, where $id$ is the identity mapping defined by $id(x) = x$ for all $x \in \mathbb{F}_{2^b}$. In other words, a block cipher is a set of $2^n$ permutations on $\mathbb{F}_{2^b}$. However, since in most cases $2^n$ is small compared to the number $(2^b)!$ of all permutations over $\mathbb{F}_{2^b}$, an exhaustive search among all permutations would be much more expensive than an exhaustive search of the key.

Most modern block ciphers iterate a round function depending of a round key and using a substitution-permutation structure. Given a block cipher $B$, let us assume the number of iterations of the round
function $R$ is $r$ and denote the composition of $r - 1$ round functions by $R^{n-1}$. We define the group ring element $X = \sum_{x \in \mathbb{F}_2^b} (x, R^{n-1}(x)) \in [\mathbb{F}_2^b \times \mathbb{F}_2^b]$. Similarly to Section 2, we have

\begin{equation}
XX^{-1} = 2^b(0,0) + \sum_{\alpha, \beta \in \mathbb{F}_2^b} \delta_{R^{n-1}}(\alpha, \beta) \langle \alpha, \beta \rangle,
\end{equation}

where $\delta_{R^{n-1}}(\alpha, \beta) = \# \{ x \in \mathbb{F}_2^b \mid R^{n-1}(x + \alpha) + R^{n-1}(x) = \beta \}$.

1. Classical differential attack: The basic idea behind the classical differential attack on a block cipher is that, choose an input difference $\alpha$ and an output difference $\beta$ such that $pr = Pr_{x \in \mathbb{F}_2^b} (R^{n-1}(x + \alpha) + R^{n-1}(x) = \beta)$ is large. Then, by randomly choosing $\lceil 1/pr \rceil$ pairs of messages $\{M, M^+\}$, an attacker is expected to obtain one pair $M, M + \alpha$ such that $R^{n-1}(M) + R^{n-1}(M + \alpha) = \beta$ in average. Using this, an attacker picks a set of message pairs $\Omega$ with difference $\alpha$ and with size $T$, i.e. $\# \Omega = T$, she randomly guesses a key and using this key computes the internal states from the ciphertexts by going back one round. If for a key, the number of internal states with difference $\beta$ (computed from the ciphertexts) is approximately equal to $T \cdot pr$, the guessed key is of high chance to be the correct one.

Using the group ring equation (4.1), if an attacker observes one tuple $(\alpha, \beta)$ such that the value $\delta_{R^{n-1}}(\alpha, \beta)/2^b$ is significantly large, then using the value $\alpha$ as the input difference, and using $\beta$ as the output difference, she may get a differential characteristic with probability $\delta_{R^{n-1}}(\alpha, \beta)/2^b$.

2. Impossible differential attack: The idea behind this special differential attack is quite simple. If one attacker finds a tuple $(\alpha, \beta)$ such that there is no chance that the input difference $\alpha$ will lead to the output difference $\beta$, the attacker may exclude all keys such that, after computing the ciphertexts back one round, the output difference is $\beta$. This is indeed the case that $\delta_{R^{n-1}}(\alpha, \beta) = 0$ in (4.1). It is worthy to notice another similar extreme case an attacker can make use is $\delta_{R^{n-1}} = 2^b$.

3. Truncated differential attack: Sometimes if a block cipher is designed very carefully, it is very hard to find the tuple $(\alpha, \beta)$ corresponding to the above two cases. In this situation, an attacker may want to discover an input difference $\alpha$, and an output difference of the form $\beta = (\ast, \ast, \ast, \ast, \ldots, \ast) \in \mathbb{F}_2^b$, where $\ast$ denotes a bit which may equal either 0 or 1, and $\cdot$ means this bit is a specific value, such that $pr = Pr_{x \in \mathbb{F}_2^b} (R^{n-1}(x + \alpha) + R^{n-1}(x) = \beta)$ is large. In other words, the output difference is a set of elements in $\mathbb{F}_2^b$, say $\Omega$. Although the attacker can only recover the key bit in the position that $\cdot$ appears in $\beta$, she may make use of this information and then run an exhaustive search for the remaining key bits.

Using the group ring equation (4.1), we may express the truncated differential attack explicitly. Now, letting $\rho' : \mathbb{F}_2^b \to \mathbb{F}_2^{b'}$ be the natural homomorphism defined by $\rho'(g) = g + \mathbb{F}_2^{b'}$. 

\begin{equation}
\rho'(g) = g + \mathbb{F}_2^{b'}.
\end{equation}
Define a homomorphism \( \rho \) from \( F_{2^b} \times F_{2^b} \) to \( F_{2^b} \), by \( \rho(x, y) = (x, \rho'(y)) \). Applying \( \rho \) on (4.1), we have

\[
\rho(XX^{(-1)}) = \rho(X)\rho(X^{(-1)}) = \rho \left( \sum_{(a,b) \in F_{2^b} \times F_{2^b}} \delta_{R_{n-1}}(a, b)(a, b) \right) = \sum_{(a', b') \in F_{2^b} \times F_{2^t}} \delta'_{R_{n-1}}(a', b')(a', b').
\]

Note that, for an element \( \beta \in F_{2^t} \leq F_{2^b} \), we may regard it as a set \( \Omega = \{ \omega \in F_{2^b} \mid \rho'((\omega) = \beta) \} \).

Now, if an attacker observes a tuple \((\alpha, \beta) \in F_{2^b} \times F_{2^t} \) such that \( \delta'_{R_{n-1}}(\alpha, \beta) \) is very large, she may then choose \( \alpha \) as the input difference, and \( \beta \) as the truncated output difference. The success probability of the truncated differential attack is \( \sum_{\beta \in \Omega} \delta_F(\alpha, \beta) \).

(4) Related-key differential attack: assume an attacker found an input difference \( \alpha \) and an output difference \( \beta \) such that

\[
\Pr_{x \in F_{2^b}} (E_{K_2}(x + \alpha) + E_{K_1}(x) = \beta) \gg 0
\]

is true for all keys \( K_1, K_2 \) with a fixed difference \( \Delta_K \). Then an attacker may use \( \Delta_K, \alpha, \beta \) to mount an attack (see more details in [20]). Again, we may use group rings to express the idea of related-key differential attack explicitly. Letting \( X_i = \sum_{x \in F_{2^b}} (x, E_{K_i}(x)) \) for \( i = 1, 2 \). Then

\[
X_1X_2^{(-1)} = \sum_{x \in F_{2^b}} (x, E_{K_1}(x)) \cdot \sum_{y \in F_{2^b}} (y, E_{K_2}(y)) = \sum_{a, x} (a, E_{K_1}(x + a) + E_{K_2}(x)) = \sum_{a, b} \eta(a, b)(a, b),
\]

where \( \eta(a, b) = \#\{ x \in F_{2^b} \mid E_{K_1}(x + a) + E_{K_2}(x) = b \} \). If an attacker observes that there is one tuple \( \alpha, \beta \) such that \( \eta(\alpha, \beta) \) is very large, she may use \( \alpha, \beta \) as input and output difference, respectively. We should note that the group ring operation \( X_1X_2^{(-1)} \) appears in the definition of many combinatorial objects, as for examples in difference family.

5. Conclusion

Group ring is a very useful tool to study the topics in combinatorics and cryptography. This paper contains a detailed presentation of the recent results regarding the applications of group rings in combinatorics and symmetric cryptography. We also provide some new results. For instance, we give a shorter proof of the construction of Hadamard difference sets and Payley partial difference sets that are from perfect nonlinear functions. Moreover, we use group rings to give a unifying treatment of various differential cryptanalysis of block ciphers. It would be important and interesting to make use of the fruitful results in group rings to improve the differential cryptanalysis from this connection.
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